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Abstract—The rapid increase in the number of

mobile devices across the globe has brought a new

challenge to the forefront, one of mobile traffic man-

agement. The ever-increasing number of mobile de-

vices leads to the generation of a large amount of data

and computationally intensive applications, which

contributes heavily to cellular network congestion. To

solve this issue, we propose a mobile data offloading

scheme based on a distributed ledger technology

(DLT). Existing mobile data offloading schemes based

on DLT employ conventional blockchain to set up a

peer-to-peer (P2P) network of mobile users. Although

these schemes have gained ground in improving the

Quality of Experience (QoE) for end-users, they

lack efficiency and scalability. Furthermore, generic

blockchain does not provide timestamp ordering of

events, which is necessary to ensure the computation

of delay-sensitive tasks. To overcome these challenges,

we propose the use of a directed acyclic graph (DAG)

data structure for mobile data offloading. Finally,

to ensure time and cost optimality, a game-theoretic

approach has been proposed in this paper.

Index Terms—Directed Acyclic Graph, Mobile Of-

floading, Consensus mechanism, Blockchain

I. INTRODUCTION

The exponential increase in the number of mobile
devices and consequently, computation-intensive
mobile applications, such as video streaming and
face recognition, presents a major challenge for
mobile network providers. This is primarily due to
the increase in mobile traffic that these applications
cause while aiming to increase the end user’s QoE.
A recent Cisco report states that there has been an
exponential increase in the number of mobile users
around the globe, and consequently, an unprece-
dented surge in mobile data traffic [1]. A secure
network with ultra-low-latency will, therefore, be
needed to enhance the end user’s QoE. One promis-
ing solution to this problem that has emerged in
recent years is the mobile data offloading strategy,
which enables the use of different network tech-
niques to deliver the requested data [2]. In addition
to reducing the operational costs of the network

provider, mobile data offloading enhances the QoS
delivered to the end-users.

There have been various attempts in the field
of mobile data offloading, including WiFi offload-
ing, Small Cell Networks (SCN), heterogeneous
and opportunistic networks [3]. The SCN approach
involves developing a vast number of small base
stations in heavy mobile traffic areas. The signifi-
cant drawback of this approach is its requirement of
infrastructure expansion and high capital. The WiFi-
based techniques offload the high computation task
to the nearby WiFi access points [4]. However, these
access points are not available everywhere and have
a limited range. The concept of mobile-to-mobile
communication is used in the upcoming heteroge-
neous and opportunistic networks [5]. Gouju gao et
al. in [6] have explored the process of offloading
in such opportunistic networks. Although such net-
works do not require infrastructure expansion, they
lack mechanisms to motivate the users to engage
themselves in the network pro-actively [7], [8].

In this paper, we propose a DLT-based approach
to set up a P2P network of mobile users to securely
offload the high computation task to other nodes
in the network at a low-cost [9]. In recent times, a
few attempts have been made to use a blockchain-
based algorithm for enabling a P2P network of
mobile users [10], [11]. Even though blockchain
is a tamper-proof, distributed, and open data struc-
ture, it lacks scalability and efficiency. Further-
more, blockchain imposes a transaction fee on every
transaction to encourage miners to add blocks in
the chain. Offloading tasks often involve micro-
transactions and adding them to the blockchain is
not a viable option since transaction fees in such
transactions are higher than the actual transaction
value [12], [13]. Also, the prevalent forking and
pruning issues reduce the efficiency of the tra-
ditional blockchain-based frameworks [14]. Over
and above, since most of the offloading activities
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Fig. 1. Mobile Data Offloading Scenario

are delay-sensitive, requests that are closer to the
deadline need to be processed first. To overcome
these challenges, in this paper, we propose a DAG-
based P2P network of mobile users.

II. PROPOSED MODEL FOR MOBILE DATA
OFFLOADING

For recording and processing a large number of
frequent microtransactions that take place during
mobile data offloading, DAG-based Hashgraph is a
feasible option. Hashgraph provides features such
as consensus timestamps, high speed, and Asyn-
chronous Byzantine Fault Tolerance (ABFT) secu-
rity mechanism [15]. In this work, a Hashgraph-
based distributed network of mobile users is created
for distributed mobile data offloading. The low
computation mobile devices can submit a request
to DAG in the form of a transaction. Users of high
computation mobile devices can then submit the
cost and time for the offloading task. Post this, a
suitable price for offloading the task is determined
using an iterative auctioning process.

A. Digital Identity

Every user willing to enter the network is as-
signed a global account id, a public key, and
a private key. Global account id is required to
uniquely identify the user [16], [17]. The two keys
are used to securely perform all the exchanges that
occur among the nodes in the proposed network.
To initiate a transaction, a user has to digitally
stamp the message or information via his/her unique
private key. Other nodes in the network can validate
this information by signing the message using their
public key and further sending it to other users via
the gossip protocol [18].

B. Hashgraph Consensus Algorithm

In any distributed ledger technology (DLT), there
is a need to establish trust between the unknown
nodes and, consequently, to achieve reliability in the
network. To ensure this, consensus algorithms are
put in place. The Hashgraph consensus algorithm
makes use of the gossip protocol to reach a final
agreement from all the network nodes on the order



of the offloading requests. The gossip protocol
requires much less bandwidth and time as compared
to the traditional method of actually sending and
validating the messages at all the nodes. As the
hashgraph consensus algorithm does not send votes
or details over the network, it is faster and much
more efficient. Hashgraph uses the ABFT security
mechanism, which ensures that no grouping among
the nodes can influence the final output of the
algorithm. Further details about the hashgraph DLT
are provided in [15].

III. PROPOSED NETWORK MODEL

Consider a distributed network comprising of
multiple mobile devices. Let the set of mobile
devices be denoted by X =

�
X1,X2, ....,Xm

 
.

These devices may either choose to transfer the high
computation work to other mobile devices or may
volunteer to perform the work of mobile devices
with low computation capability. The following
section evaluates the time and cost involved with
mobile data offloading.

Offloading Data Items
Data offloading aims to reduce the computation

cost of computationally intensive tasks by offload-
ing them to a high computation device while taking
into account the ordering of events in the hashgraph
and the deadline constraint of all the tasks. Let I
=
�
I1, I2, ...., In

 
represents the count of items

or tasks that need to be offloaded by each low
computation device. Let Z =

�
Z1,Z2, ....,Zn

 

represent the computation capability required to
compute these data items.

All the n data items present in any mobile device,
Xi 2 X , need to be computed before the deadline
time denoted by � =

�
�1, �2, ...., �n

 
. Mobile

devices can either offload the data item through
wireless networks such as WiFi or directly through
a cellular network. Let �wifi and �cellular denote
the costs associated with data offloading through a
WiFi and a cellular network, respectively. Let ✓ =
(T ,⇤, ") be the offloading opportunity to offload the
computation tasks. Here, T is the minimum time
required by an offloading opportunity to offload the
task, ⇤ is the probability of the availability of a
WiFi network to perform offloading service, and "
is the total capacity of the ability of an opportunity
to perform the offloading. Let ⇥ =

�
✓1, ✓2, ...., ✓p

 

denote the set of all the offloading opportunities
where any ✓k 2 ⇥ can offload a data item only if
the following constraints are satisfied:

T 6 �,Z 6 " (1)

Algorithm 1 Task Offloading Algorithm
Input: Offloading Solution, � =

�
�1,�2, ....,�t

�

Output: The Cost C associated with offloading n
tasks

1: for t = 1 : t do

2: for n = 1 : n do

3: for p = 1 : p do

4: if �n � Tp then

5: �t  1
6: end if

7: if �t = 1 then

8: Call Procedure 1
9: if Zn  "p then

10: Call Procedure 2
11: end if

12: else if �t > �t�1 then

13: �t�1  1
14: "p  "p + Zn�1

15: if Zp  "p then

16: "p  "p � Zn

17: �t  0
18: end if

19: end if

20: end for

21: end for

22: end for

Offloading solution vector � stores a particular
offloading opportunity ✓p for p 2 (1, p) and its
associated data item In. Let t be the total number
of offloading solutions.

The probability and welfare function of offload-
ing a data item through an offloading opportunity is
represented by Un(�) and Wt(�) respectively and
mathematically modeled as:

Un(�) = 1� � (2)

Wt(�) =
nX

n=1

Zn ⇤ Un(�) (3)

where
� =

Y

p:(In,✓p)2�

(1� ⇤p) (4)

Procedure 1

1: procedure CALCULATE UTILITY AND WEL-
FARE

2: � 
Q

p:(In,✓p)2� (1� ⇤p)
3: Un(�) 1� �
4: Wt(�) 

Pn
n=1 Zn ⇤ Un

5: end procedure



The objective function of the proposed model
is to offload the data items in a way that eventu-
ally increases the value of welfare function. The
mathematical formulation of the offloading cost via
cellular network is given as follows.

�cellular
t (�) = �cellular

nX

n=1

Zn(1� Un(�)) (5)

Similarly, the cost of offloading a data item through
the WiFi network �wifi

t can be formulated as:

�wifi
t (�) = �wifi

nX

n=1

Zn ⇤ Un(�) (6)

Based on Eqn. 5 and 6, Let C denote the final cost
for offloading a data item, and is represented as
follows.

C = �cellular
t (�)� �wifi

t (�) (7)

Procedure 2

1: procedure CALCULATE OFFLOADING COST
2: �  

Pn
n=1 Zn(1� Un(�))

3: �cellular
t (�) �cellular ⇤ �

4: �wifi
t (�) �wifi ⇤Wt(�)

5: C  �cellular
t (�)� �wifi

t (�)
6: "p  "p � Zn

7: �t  0
8: end procedure

IV. GAME THEORY FOR BARGAINING COST AND
TIME

In this section, we establish a game-theoretical
model for the low computation devices to negotiate
the costs associated with offloading their computa-
tion requirements to the high computation devices.

Consider any low computation device Xm that
wishes to offload its computation work to some
other device in X with high computation capa-
bility. Let ↵i =

�
↵i
1,↵

i
2, ....,↵

i
j

 
and �i =�

�i
1,�

i
2, ....,�

i
j

 
be the vectors storing the costs

and time respectively given by j high computation
devices to satisfy the requests of low computation
devices respectively. The price offered by Xm for
computing its n tasks is given by C, as shown in
Eqn. 7. To ensure a fair price for both the parties,
the value of C must be close to the median value
in the cost vector ↵. In a scenario that the price
offered by low computation devices, i.e., the devices
intending to offload their tasks, differs vastly from
the price sought by the high computation devices,
the value of C is incremented iteratively:

C = C + ✏ (8)

until the value of C is approximately equal to ⇣i:,
i.e.,

⇣median � C ⇡ 0 (9)

where ✏ is a small constant and ⇣median is the
median cost value in the vector ↵i.

To compare the bids of all the j devices, we
formulate a separate value ⌦ that considers both
the parameters, namely, cost and time. If Ct and Cc
represent the weight of time and cost parameters
assigned by the devices that need to get their task
offloaded, then ⌦ can be calculated as,

⌦i
k = (Cc ⇤ xi

k) + (Ct ⇤ yik) (10)

where xi
k and yik are the normalized numerical

values of cost and time offered by the kth high
computation device during the ith iteration. The
values of xi

k and yik for all the j devices can be
computed using the following equations:

xi
k =

↵i
k �min(↵i)

max(↵i)�min(↵i)
(� ◆) + ◆ (11)

yik =
�i
k �min(�i)

max(�i)�min(�i)
(µ� ⌫) + ⌫ (12)

In eqn. 11,  and ◆ denote the maximum and
minimum permitted cost values. Similarly, in eqn.
12, µ and ⌫ indicate the maximum and minimum
permitted values of time.

Vector ⌦ =
�
⌦1,⌦2, ....,⌦j

 
stores the objective

values for each high computation device calculated
using eqn. 10. For each offloading task, the device
which has the minimum value of ⌦ is announced
as the winner. Vector � stores the win counts of all
the j devices based on which, the final winner is
declared. In a case where ⌦ vector has multiple
minimum values, all the devices with this value
are declared as winners. To succeed in obtaining
the offloading tasks, other high computation mobile
devices lower their expected cost and time values
over z number of iterations as long as their cost
and time values do not fall below their minimum
threshold values. The minimum threshold values are
those values of cost and time below which the high
computation devices cannot perform offloading.

The last iteration of the bargaining model occurs
when the difference in cost and time values of all
j high computation devices is negligible, i.e.,

(⌦i
k � ⌦i�1

k )  %, 8k 2 (1, j) (13)

where % is a very small constant. The final win
count of all the high computation devices deter-
mines which high computation device is ultimately
allotted to a low computation mobile device Xm.
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Fig. 2. Game Theoretic Bargaining Model over Several Iterations

V. NUMERICAL ANALYSIS

This section analyses the simulations performed
to demonstrate the efficiency and performance of
our proposed mobile data offloading algorithm.

A. Simulation Settings

Consider a low computation device that wants
to compute a task requiring multiple operations
for which the data requirement is in the range of
[120, 200] kilobytes (KBs). Local execution of the
task would be more costly and require more time
as compared to the scenario in which the task is
offloaded to a high computation mobile device. The
offloading cost over the cellular network is assumed
to be 3 dollars while the cost associated with task
offloading over the WiFi network is assumed to
be 70 cents. We take the value of j as 5, i.e.,
5 high computation devices act as participants in
our game-theoretical model. We assume that the
cost given by the low computation device is in
the range of [60, 110] cents, while the specified
time is considered to be in the range of [20, 40]
seconds. The values of cost parameter (Cc) and

time parameter (Ct) are taken to be 0.6 and 0.4
respectively.

B. Performance Evaluation
The variation in the time and cost values offered

by the high computation devices to win the task
offloaded by a low computation device is shown in
fig. 2(a) and 2(b). For each iteration, the device with
the least objective value (⌦) is announced as the
winner. From the graphs 2(a), 2(b) and 2(c), it can
be noticed that the all high computation devices that
do not win a particular iteration update their cost
and time values in subsequent iterations to win the
task. Fig. 2(d) shows the cumulative win count of all
the high computation devices after each iteration. It
can be seen from the graph that once the stopping
condition is achieved, high computation device 1
has the highest win count and therefore wins the
task.

VI. CONCLUSION

This paper proposes a secure data offloading
strategy based on the hashgraph consensus mech-
anism that takes into consideration the deadline



constraint. A peer-to-peer network of mobile users
is created in which the users may either choose
to offload their tasks to other high computation
devices or may choose to perform the computation
task on behalf of other low computation devices.
A game-theoretic bargaining model has also been
implemented to ensure task computation in a cost-
optimal and time-efficient manner. The results ob-
tained confirm the effectiveness of the proposed
offloading model.
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